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Abstract. In this paper, we analyze the advantages and disadvantages of the 
proactive QoS routing in ad-hoc networks. We discuss how to support bandwidth 
QoS routing in OLSR (Optimized Link State Protocol), a best-effort proactive 
MANET routing protocol. Using OPNET, we simulate the algorithm, exploring 
both traditional routing protocol performance metrics and QoS-specific metrics. 
Our analysis of the simulation results shows that the additional message overhead 
generated by the proactive QoS routing have a negative impact on the 
performance of the routing protocol. Given the negative results, we identified 
research areas that would be worthwhile investigating in order to obtain better 
performance results. 

1 Introduction 

QoS routing in Ad-Hoc network is difficult. To support QoS routing, the link state 
metrics such as delay, bandwidth, jitter, loss rate and error rate in the network should be 
available and manageable. However, getting and managing such link state information 
in a MANET is not trivial because the quality of a wireless link changes quite 
frequently due to mobility and variations in the surroundings. In addition, it is also 
complex to evaluate the QoS routing performance. Compared to the traditional best-
effort routing, QoS routing has two additional overheads – “computational cost”  and 
“protocol overhead”  [2]. “Computational cost”  comes from the more frequent path 
selection computations, since besides maintaining the source-destination connection, 
additional computations are needed to determine paths that satisfy the QoS demands. 
The additional “protocol overhead”  comes from the need to distribute the frequently 
updated link state information. There is a trade-off between the QoS performance the 
QoS routing protocol achieves and the additional cost it introduces. 
In on-demand QoS protocols such as [3] and [11], a route is found based on specific 
QoS requirements. However, the unpredictable nature of Ad-Hoc networks and the 
requirement of quick reaction to QoS demands make the idea of a proactive protocol 
more suitable. When a request arrives, the control layer can easily check if the pre-
computed optimal route can satisfy such a request. Thus, waste of network resources 
when attempting to discover infeasible routes is avoided. These advantages of the 
proactive QoS routing motivate us to look into this area. However, similar to a 
proactive best-effort routing protocol, a proactive QoS routing may introduce 
“protocol”  overhead. Do these additional overhead have a negative effect on the Ad-



Hoc network? If yes, then how much additional overhead does a proactive QoS routing 
protocol introduce into the network? How does the additional overhead affect the 
performance of the routing protocol? Can we minimize the costs to achieve better 
performance? Or should we just give up on proactive QoS routing? The goal of this 
paper is to investigate the answers to these questions through the performance 
evaluation of a proactive bandwidth QoS routing algorithm that we have proposed.  
In [5], we studied the approach of proactive QoS routing and proposed 3 heuristics that 
allow OLSR (Optimized Link State Protocol [8]) to pre-compute the best bandwidth 
route among all the possible routes. That work presents the performance of the 
heuristics in a static network. In this paper, we implement one QoS OLSR heuristic, 
which guarantees to find the best bandwidth path in the static network and has 
comparably low overhead, in OPNET and evaluate the routing algorithm’s performance 
with node movements and data flows, and consequently, analyze the feasibility of 
proactive routing in MANET. 
The rest of the paper is organized as follows: a brief description of OLSR and QoS 
versions of OLSR is given in Section 2. The detailed implementation of QoS OLSR in 
OPNET is discussed in Section 3.  Section 4 lists the OPNET simulation parameters 
and discusses the simulation results in OPNET. Section 5 analyses whether proactive 
QoS routing is practical in an Ad-Hoc network and discusses future work. 

2 OLSR and QoS OLSR 

The IETF’s MANET Working Group has introduced the Optimized Link State Routing 
(OLSR) protocol for mobile Ad-Hoc networks [8]. The protocol is an optimization of 
the pure link state algorithm. The key concept used in the protocol is that of multipoint 
relays (MPRs).  The MPR set is selected such that it covers all nodes that are two hops 
away.  A node’s knowledge about its neighbors and two-hop neighbors is obtained from 
HELLO messages – the message each node periodically generates to declare the nodes 
that it hears. The node N, which is selected as a multipoint relay by its neighbors, 
periodically generates TC (Topology Control) messages, announcing the information 
about who has selected it as an MPR. Apart from generating TCs periodically, an MPR 
node can also originate a TC message as soon as it detects a topology change in the 
network. A TC message is received and processed by all the neighbors of N, but only 
the neighbors who are in N’s MPR set retransmit it. Using this mechanism, all nodes 
are informed of a subset of all links – links between the MPR and MPR selectors in the 
network. So, contrary to the classic link state algorithm, instead of all links, only small 
subsets of links are declared. For route calculation, each node calculates its routing 
table using a “shortest hop path algorithm”  based on the partial network topology it 
learned. MPR selection is the key point in OLSR. The smaller the MPR set is, the less 
overhead the protocol introduces. The proposed heuristic in [8] for MPR selection is to 
iteratively select a 1-hop neighbor that reaches the maximum number of uncovered 2-
hop neighbors as an MPR. If there is a tie, the one with higher degree (more neighbors) 
is chosen.  



 

Fig. 1. Simple network. An edge between two nodes indicates that the two nodes connected by 
this edge are within reach of each other. The edge weight represents the QoS link attribute we are 
interested in, available bandwidth.  

Table 1. Node B’s MPR(s), based on Fig. 1 

Node 1 Hop Neighbors 2 Hop Neighbors MPR(s) 
B A, C, F, G D, E C 

From the perspective of node B, both C and F cover all of node B’s 2-hop neighbors. 
However, C is selected as B’s MPR as it has 5 neighbors while F only has 4 (C’s degree 
is higher than F). 
OLSR is a routing protocol for best-effort traffic, with emphasis on how to reduce the 
overhead. So in its MPR selection, the node selects the neighbor that covers the most 
unreachable 2-hop neighbors as MPR. However, in QoS routing, by such MPR 
selection mechanism, the “good quality”  links may be “hidden”  to other nodes in the 
network.  As an example, we will consider the network topology in Fig. 1. In the OLSR 
MPR selection algorithm, node B will select C as its MPR. So for all the other nodes, 
they only know that they can reach B via C. Obviously, when D is building its routing 
table, for destination B, it will select the route D-C-B, whose bottleneck bandwidth is 3, 
the worst among all the possible routes. Also, when “bandwidth”  is the QoS constraint, 
nodes can no longer use the “shortest hops path”  algorithm as proposed in OLSR. 
Because of these limitations of OLSR in QoS routing, the QoS OLSR version revises it 
in two aspects: MPR selection and routing table computation. 
The decision on how each node selects its MPRs is essential to determining the optimal 
bandwidth route in the network. In selecting the MPRs, a “good bandwidth”  link should 
not be omitted. Based on this idea, we previously explored three revised MPR selection 
algorithms [5]. In this paper, we implement the best variant (OLSR_R2) in OPNET to 
compare its performance with the original OLSR protocol. The idea behind OLSR_R2 
is to select the best bandwidth neighbors as MPRs until all the 2-hop neighbors are 
covered.  

Table 2. Node B’s MPR(s), using OLSR_R2 

Node 1 Hop Neighbors 2 Hop Neighbors MPR(s) 
B A, C, F, G D, E A, F 



Among node B’s neighbors, A, C, and F have a connection to its 2-hop neighbors. 
Among them, link BA has the highest bandwidth. So A is first selected as B’s MPR, 
and the 2-hop neighbor D is covered. Similarly, F is selected as MPR next and E is 
covered, so all 2-hop neighbors are covered and the algorithm terminates. This revised 
OLSR MPR selection algorithm improves the chance that a better bandwidth route is 
found. However, by using such algorithm, the overhead also increases because the 
number of MPRs in the network is increased.  
Besides the MPR selection method, a node also needs to change the “shortest hops 
path”  algorithm in its routing table computation so as to find the best bandwidth route. 
We use the “Extended BF”  algorithm [6], which computes the best bandwidth paths 
from a source to any reachable destinations with minimum hop count (shortest-widest 
path). 
With bandwidth constraint as QoS metric, it is reasonable to view the “bandwidth”  as 
available bandwidth. Most probably, the devices in the Ad-Hoc network will be 
configured with the same wireless card, which means that all nodes in the network have 
the same maximum bandwidth. So we are only interested in how much of the remaining 
bandwidth is available for new traffic.  However, in real networks, bandwidth 
computation is a complex issue. Many papers such as [9] discuss how to compute 
bandwidth in Ad-Hoc networks. Here, we use a rather simple and straightforward 
approach: measuring how much time a node monitors an idle channel and thus is 
available to transmit new messages over a link (node’s idle time), which is similar to 
the approach suggested in [1].  

3 QoS OLSR Implementation in OPNET 

The Naval Research Laboratory (NRL) of the United States Department of Defense 
developed the original OLSR model in OPNET. To implement the QoS versions of the 
OLSR protocol, besides changing the MPR selection mechanism and the routing table 
calculation, the following revisions are made to develop the QoS OLSR model. 
QoS OLSR uses the media idle time to reflect the available bandwidth over a link.  
Modifying the standard OPNET Wireless LAN model achieves this task. Each OPNET 
OLSR node connects to the wireless media. The OPNET Wireless LAN simulation 
model includes a transmitter, and a receiver. If a node is sending packets, its transmitter 
becomes busy. If there are other nodes beginning transmission within the interference 
range of the current node, its receiver senses the busy media and sends a media busy 
signal. As the OPNET Wireless LAN model already defines functionalities to capture 
changes of the media, the media idle time calculation, using a sliding window over the 
past 5 seconds, is straightforward. 
Also, the QoS OLSR versions need to know the available bandwidth on the neighbor 
link to select MPRs, and the available bandwidth of the far-away links to compute the 
routing table. As idle time should be used to calculate the available bandwidth on the 
links, we revise the format of OLSR Hello and TC messages to include the idle time. 
a. Hello message: in addition to the original information such as neighbor address and 
neighbor link type, a node also includes its own idle time in the Hello messages. Upon 
receiving a Hello message from its neighbor, a node reads the neighbor idle time, and 
selects MPRs using the QoS MPR selection algorithm.  



b. TC message: the TC message originator not only puts its own idle time in TC 
messages, but also piggybacks its MPR selectors’  idle times, which are obtained from 
the Hello messages.  When a node receives TC messages, it knows the idle time 
information of both the TC message originator and the MPR selectors, thus gets 
information about the links and the link bandwidth between the TC message originator 
and its MPR selectors. In this way, it learns the partial network topology and the 
bandwidth condition of that partial network, and is ready to calculate the routing table. 
Furthermore, QoS OLSR needs to decide when to originate a TC message. In the 
original OLSR, if a node detects changes in its MPR selector, it generates a new TC 
message to propagate the changes in the network topology. In QoS OLSR, however, 
changes in link bandwidth condition must also be propagated for the correct 
computation of the best bandwidth routes. If an MPR generates a TC message as soon 
as it detects a bandwidth change over the link between its MPR selector and itself, there 
will be many messages flooding into the network, causing extremely high overhead. So 
in our QoS OLSR version, a “ threshold”  of bandwidth change is defined. If an MPR 
finds there is “significant bandwidth change” , it will generate a new TC message 
informing the whole network about the change, enabling other nodes to update their 
routing table reflecting such changes. There is a tradeoff in how to define the 
“ threshold” . On one hand, if the “ threshold”  is low, TC messages will be generated as 
soon as there is a small percentage change of the bandwidth. That will cause frequent 
generation of TC messages, introducing high overhead, although more accurate 
bandwidth information is obtained. On the other hand, if the “ threshold”  is high, TC 
messages will not be generated until there is a very large percentage change of the 
bandwidth. Thus, the overhead is reduced, but the nodes only obtain relatively 
inaccurate bandwidth information. In the rest of the paper, we will utilize different 
“ threshold”  values to compare the network performance, and analyze the performance 
tradeoffs.   

4 OPNET Simulation 

The following environment parameters are defined for OPNET simulations: 
Movement Space: 1000m x 1000m flat space 
Number  of Nodes: 50 nodes 
Simulation Time: 900 seconds.  
Movement M odel: each node randomly selects a destination in the 1000m x 1000m 
area, moves to that destination at a speed distributed uniformly between 0 and 
“maximum speed” . After it reaches the destination, the node selects another destination 
and another speed between 0 and “maximum speed” , and moves again. In the set of 
experiments reported here, we use 5 different “maximum speed”  values: 20m/s, 10m/s, 
5m/s, 1m/s, and 0m/s. 
Communication Model: In each simulation, there are 20 communication pairs. Each 
source sends 64-byte UDP packets at a rate of 4 packets/second. So in total, 80 packets 
are sent each second. 
OPNET M odel Parameter : see Table 3. 
Routing Protocol: 4 routing protocols – Original OLSR, QoS OLSR with 20% 
bandwidth updating threshold (20% OLSR), QoS OLSR with 40% bandwidth updating 
threshold (40% OLSR), and QoS OLSR with 80% bandwidth updating threshold (80% 



OLSR). All the QoS OLSR algorithms use the OLSR_R2 [5] mechanism to select 
MPRs, and the “Extended BF”  algorithm to calculate the routing table. 

Table 3. OPNET Model Parameter 

Hello Interval 0.5s OLSR 
Parameters TC Interval 2s 

Data Rate 2 Mbps 
Buffer Size 256000 bits 
Retry Limit 7 

Wireless 
LAN 

Parameters 
Wireless LAN Propagation Range  250 M 

The OPNET simulation results are grouped into two sets: Basic Performance and QoS 
Performance (The data shown in this section are the average value from multiple runs.) 
Basic Per formance – the basic performance is measured by a set of metrics used to 
evaluate most routing protocols: “Packet Delivery Ratio”  and “End to End Delay” . 
Packet Delivery Ratio: percentage of packets that successfully reach the receiving 
nodes each second.  
End to End Delay: the average time between a packet being sent and being received 
QoS per formance –metrics that relate to the bandwidth QoS routing studied in this 
paper: “Error Rate”  and “Bandwidth Difference” . 
Error Rate: the percentage of times the routing algorithms do not find the optimal 
bandwidth path.  
Bandwidth Difference: the average difference between the optimal bandwidth and the 
detected non-optimal bandwidth in percentage.  
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Fig. 2. Packet Delivery Ratio under different movement patterns 

Fig. 2 compares the packet delivery ratio of the 4 algorithms. From high movement to 
low movement, packet delivery ratio for all algorithms rises continuously. With lower 
movement, the established links between the nodes have a lower probability of 
breaking, thus, there are less stale routes in the node routing tables, which results in a 
higher ratio for correct packet delivery.  In low movement scenarios (speed 5m/s, 1m/s 



and 0m/s), the 4 algorithms achieve similar packet delivery ratio. However, in high 
movement scenario, the original OLSR protocol has higher packet delivery ratio than 
the 3 QoS versions, especially with a speed of 20m/s where the performance difference 
between the QoS versions of OLSR and the original OLSR protocol are statistically 
significant. There are two main reasons: 
a. High Overhead: The original OLSR protocol concentrates on how to reduce the 
overhead, and minimizes the MPR sets to reduce the TC messages flooding into the 
network. However, the QoS versions of OLSR select the best bandwidth path, so in 
their MPR selection mechanism, they select neighbors with high idle time as MPR, 
resulting in a larger MPR set than the original OLSR protocol. So more TC messages 
are generated and relayed into the network by QoS OLSR versions. (See Fig. 3) 
For all algorithms, there are fewer TC messages sent at lower movement than at higher 
movement. This is because at lower movement, less TC messages are generated to 
reflect topology changes. Also, 20% OLSR has the highest number of TC messages 
generated and relayed, while the original OLSR protocol has the least number of TC 
messages. Under the same speed, the difference of TC messages sent between the 
original OLSR protocol and the 3 QoS OLSR versions comes from two aspects:  
1. The original OLSR protocol only generates TC messages to reflect topology 

change, while QoS OLSR versions also need to generate TC messages to reflect 
bandwidth change; with a lower bandwidth update threshold, more TC messages 
are generated to reflect bandwidth change, causing the highest overhead in 20% 
OLSR  

2. QoS OLSR versions have larger MPR sets than the original OLSR protocol, so 
more TC messages are generated and relayed by the larger MPR sets. Among the 
QoS OLSR algorithms, 20% OLSR may select more MPRs than 40% and 80% 
OLSR. With the possibly larger MPR set, more TC messages are generated and 
relayed by 20% OLSR than 40% OLSR and 80% OLSR. 

 

Fig. 3. Average TC message overhead in the network (in packets/s) for the 4 algorithms 

With higher overhead introduced into the network, especially for the 20% OLSR at 
higher movement, the wireless media is more heavily loaded. 
b. Incorrect Routing Table: if there are overlapped two hop neighbors covered by 
multiple MPRs, there is a high probability that TC packets collide at these neighbors, 
resulting in inaccurate routing tables. This problem happens in all 4 OLSR algorithms. 
But because of the different MPR selection mechanism, the QoS OLSR algorithms 



have more overlapped two hop neighbors than the original OLSR protocol, causing 
more TC message collisions.  
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Fig. 4. End-To-End Delay (ms) of data packets for 4 OLSR algorithms 

Fig. 4 shows the End-to-End Delay for each algorithm under each movement pattern. 
Basically, for all movement patterns, the original OLSR has the lowest delay. 
Furthermore, in the high movement scenarios, the delay between the QoS versions of 
OLSR and the original OLSR protocol is statistically different. As the original OLSR 
has the lowest overhead, its network is the least congested, resulting in the least delay. 
Also, the original OLSR algorithm always computes the shortest hop path, while the 
QoS OLSR versions may compute longer paths because they target the best bottleneck 
bandwidth path, which also affects the end-to-end delay of the data packets. 
For the three QoS OLSR algorithms, we can see that at higher movement speed (20m/s 
and 10m/s), the 80% threshold QoS OLSR has a higher delay, while at lower movement 
speed (5m/s, 1m/s and 0m/s), its delay is close to the original OLSR. To analyze this 
phenomenon, recall that the 80% threshold QoS OLSR has the most inaccurate 
bandwidth information of the network, which means that the routing algorithm may 
select a route that is still relatively congested. At higher movement, all the QoS OLSR 
algorithms have higher overhead because of the frequent updates due to topology 
change (see Fig. 3), causing the network to be congested. Working on the already 
congested networks, 20% QoS OLSR and 40% QoS OLSR do a better job in directing 
the traffic to the less congested routes, resulting in the lower packet delay. However, at 
lower movement speed, there are much less topology updates, so the more frequently 
sent bandwidth update messages in 20% and 40% OLSR tend to make the network 
busy, resulting in a larger delay than the 80% OLSR. 
Fig. 5 and Fig. 6 show the “Average Difference”  and “Error Rate”  among the 4 
algorithms under different movement patterns. All QoS OLSR outperform the original 
OLSR in both the “Error Rate”  and “Bandwidth Difference” . Among the QoS OLSR 
algorithms, 20% OLSR updates the bandwidth condition most frequently, introducing 
the highest overhead, but gets the most accurate bandwidth information. So the routes it 
calculates are closest to the optimal routes. The 40% and 80% OLSR, however, update 



bandwidth information less frequently, introducing less overhead, but their QoS 
performances are not as good as that of 20% OLSR. 
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Fig. 5. Comparison of Average Bandwidth Difference 
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Fig. 6. Error Rate 

The results for “Bandwidth Difference”  and “Error Rate”  of each algorithm are 
calculated based on its own network conditions – the bandwidth difference between the 
routes the routing algorithm calculated and the optimal paths in the network in which 
the routing algorithm works. However, because the QoS OLSR versions introduce more 
overhead than the original OLSR protocol, the networks in which the QoS OLSR 
versions work may have worse overall available bandwidth than a network that runs the 
original OLSR algorithm. So one may question if the QoS OLSR versions really 
improve the route bandwidth condition. To explore this question, for each scenario and 
OLSR version, the average available bandwidth over both the optimal routes and the 
paths found by the routing algorithms are computed. In the following, as available 



bandwidth is directly related to idle time in percentage, we report available bandwidth 
as percentage of idle time. 
To calculate the average available bandwidth on the routes the routing algorithms find, 
first we obtain the average optimal route bandwidth  (see Table 4.). 
The results shown are consistent with our former analysis: The lower the movement 
speed, the less the overhead all the OLSR algorithms introduce into the network. So 
from speed 20m/s to 0m/s, the optimal bandwidth conditions for all the OLSR 
algorithms rise continuously. The original OLSR algorithm has the least overhead, so 
the network that runs the original OLSR algorithm always has the best bandwidth 
condition. Compared with 80% OLSR, 40% OLSR evenly directs traffic throughout the 
network, so under high movement (speed 20m/s, and 10m/s) where the wireless media 
are rather busy, 40% OLSR has better optimal bandwidth routes than that of the 80% 
OLSR, although it has more overhead than 80% OLSR. Under low movement (speed 
5m/s, 1m/s, and 0m/s), the added overhead of 40% OLSR has a negative effect on the 
network bandwidth condition, thus the 40% OLSR has less optimal bandwidth than 
80% OLSR. As the 20% OLSR has the highest overhead, its optimal bandwidth routes 
have the lowest available bandwidth. 
From the results, we can also see that because the original OLSR has the lowest 
overhead, it provides the network with the best bandwidth condition – its best 
bandwidth paths have the highest bottleneck bandwidth among all the OLSR versions. 
However, as the original OLSR does not make efforts to find these optimal bandwidth 
paths, the actual path it finds may have a lower bandwidth than the paths the QoS 
OLSR versions find. In the following, we compare and analyze the actual bandwidth on 
the path the 4 versions of OLSR calculate. 

Table 4. Avaliable bandwidth on the optimal paths (measured as idle time) 

Algor ithm 20m/s 10m/s 5m/s 1m/s 0m/s 

QoS 20% 77.68% 80.93% 82.29% 84.69% 89.73% 
QoS 40% 82.23% 84.92% 86.29% 87.46% 90.17% 
QoS 80% 78.17% 84.27% 87.17% 90.08% 92.34% 
Original 87.07% 87.28% 90.63% 91.14% 93.08% 

The actual average available bandwidth the routing algorithms calculate 
      =  the available bandwidth on the optimal paths x ((1- “Bandwidth Difference”)  

x “Error Rate” )  + (1- “Error Rate” )) 
      =  the available bandwidth on the optimal paths x (1- “Bandwidth Difference”   

x “Error Rate” )  
Using the “Bandwidth Difference”  and “Error Rate”  values, the result for actual 
average available bandwidth the routing algorithms calculated is shown (see Fig. 7). 
We can see that although the QoS OLSR versions introduce more overhead, the routes 
they compute still have higher available bandwidth than the routes in a network running 
the original OLSR. In movement patterns with maximum speed 20m/s, 10m/s, 5m/s, 
and 1m/s, among all the OLSR algorithms, the 40% OLSR always computes the route 
with the best available bandwidth, as it has less overhead than 20% OLSR and more 
accurate bandwidth information than 80% OLSR. In the fixed network case, because of 
few topology updates, all the algorithms have low overhead. Thus, 20% OLSR finds the 
routes with highest bandwidth, for it has the most accurate bandwidth information.  



Based on these results, we conclude that the QoS OLSR versions do achieve bandwidth 
improvement over the original OLSR algorithm. 

  

Fig. 7. Average available bandwidth (in idle time) on the routes of the 4 OLSR algorithms 

5 Analysis of QoS Routing and Future Work 

As mentioned in Section 1, there is a trade-off between the QoS performance that the 
QoS routing protocol achieves and the additional cost it introduces. The QoS OLSR 
versions we study in this paper confirm this – QoS OLSR algorithms do enhance the 
network QoS performance. However, in order to achieve this improvement, additional 
“protocol overhead”  is also introduced, which degrades the performance of these QoS 
routing protocols, especially with respect to “Packet Delivery Ratio”  and “End-to-End 
Delay”  in high mobility cases. Does this then imply that we should abandon proactive 
QoS routing and switch to on-demand QoS routing because of the cost? Not 
necessarily: 
- We do not know if on-demand routing algorithms have the same overhead problems. 
[3] discusses the performance of the “ ticket-based probing”  algorithm in a delay-
constrained environment, calculating what percentage of routes that the algorithm finds 
meet the delay request. But it fails to analyze other aspects of the routing algorithm, 
such as control overhead, packet delivery ratio etc. [11] tests the CEDAR algorithm 
using bandwidth as the QoS parameter, giving a detailed performance evaluation. 
However, [11] does not experiment with node movement. Nor does it run the 
simulation in a real shared-channel environment, and the impact of channel interference 
and packet collision are not considered. 
- Many proposed proactive QoS routing algorithm such as [10] and [7] just present a 
basic idea, without performance evaluation. So it is not clear whether the negative 
effect on the routing performance caused by the additional routing overhead is a 
common problem to proactive QoS routing. 



Based on the above analysis, proactive QoS routing is still worth studying. As the 
added overhead is the main cost that affects the QoS routing algorithm’s performance, 
the future work on QoS routing in Ad-Hoc networks may be focused on how to reduce 
the overhead. Our future work plans include the following: 
- TC packet collisions at the 2-hop neighbors cause the problem of stale routing tables. 
To avoid this problem, we can add some jitter mechanism into the OLSR protocol – 
when an MPR receives a TC message, it waits for a random delay time before it relays 
that TC message, instead of relaying it immediately. 
- Compared to the data packet load, the additional overhead the QoS OLSR versions 
introduce use a large amount of link bandwidth. This overhead is relatively independent 
of the nominal link bandwidth. We plan to explore whether the use of 802.11b, with up 
to 11 Mbps data rate, reduces the added network load and the resulting negative effect 
on the delivery ratio and delay. 
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